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EDUCATION

University of Texas Health Science Center at Houston (UTHealth) Feb 2021 - Dec 2025 (exp)
4th-year PhD student in the School of Biomedical Informatics
Honor: Dean’s Excellent Award 2021, 2021; Jingchun Sun Memorial Scholarship of UTHealth, 2023; D.Bradley
McWilliams Scholars Endowed Scholarship Award, 2024.

University of California, San Diego Sep 2018 - Jun 2020
Master of Science in Statistics

Shanghai Maritime University, Shanghai, China Sep 2014 - Jun 2018
Bachelor of Science in Mathematics
Honor: Dean’s List of SMU, 2016; First Class Scholarship of SMU, 2017.

TECHNICAL HIGHLIGHTS

Languages: Python (Pytorch, Tensorflow), JavaScript (node), plink, R, Matlab

Skills:
Machine Learning, Deep Learning, Multi-omics Studies, Medical Imaging
Federated Learning, Privacy-preserving AI

WORK EXPERIENCE

Graduate Research Assistant, UT MD Anderson Cancer Center Oct 2023 - present

· Develop a novel cross-modal attention fusion method integrating multi-modal medical data (e.g., CT/PET-
CT imaging, genomic, and clinical data) to enhance predictive modeling in cancer studies;

· Design and deploy a foundation model for chest CT scans, utilizing a dataset of 10,000 patients to improve
diagnostic accuracy and efficiency for downstream tasks;

· Explore brain regional interactions and genetic variant expressions related to psychological disorders (e.g.,
Bipolar Disorder, Depression, Anxiety), mapping genetic findings to brain spatial structures for potential
therapeutic insights;

Graduate Research Assistant, UTHealth Feb 2021 - Sep 2023

· Developed and published Federated Generalized Linear Mixed Models (FedGLMMs) for Genome-Wide As-
sociation Studies (GWAS), addressing scalability and privacy concerns in genomic research [1, 2, 3];

· Created a deep learning model to accurately predict blood pressure from photoplethysmogram (PPG) signals,
advancing non-invasive health monitoring technologies [4];

· Led privacy-preserving genomic data analysis evaluations using the OpenSNP dataset, demonstrating secure
data-sharing capabilities [5];

· Engineered privacy-preserving correlation estimation and genetic imputation algorithms for GWAS, enhancing
data privacy without compromising analytical power [6, 7, 8, 9];

· Developed COLLAGENE, a secure genomic analysis tool, delivering a practical solution for privacy-preserving
GWAS on binary phenotypes and secure meta-analysis [10].

Research Intern, UTHealth Jul 2020 - Jan 2021

· Developed and published a privacy-preserving federated learning method to approximate the intractable
marginal log-likelihood function in Generalized Linear Mixed Models (GLMMs) for cohort studies [11];

· Successfully hosted federated training across Houston, San Diego, and Munich using VERTIcal Grid Logis-
tic Regression with Confidence Intervals (VERTIGO-CI), enhancing collaboration across multiple research
institutions [12];
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Research Assistant, School of Medicine, UCSD Jun 2019 - Jun 2020

· Conducted mathematical proofs for calibration measurements and models in clinical prediction research [13];

· Deployed and tested Docker containers for the prediction models (VERTIGO with Confidence Intervals &
GLORE), evaluating privacy-preserving capabilities with data from Oklahoma, Texas, and San Diego.

PRESENTATION

AMIA 2021 Virtual Informatics Summit Mar 2021
Principal Speaker

· Presentation on published conference paper ‘VERTIcal Grid lOgistic regression with Confidence Interval’

PROJECTS

Personal Website: https://wentaoli.net (for additional project details)

Federated Learning Platform (FedPlatform) Development May 2022 - present
Principal Developer

· Developed a lightweight cross-silo federated learning platform accessible via a web browser;

· Embedded a Python distribution within the browser to streamline federated learning tasks, eliminating the
need for federated trainers to install dependencies;

· Simulated multi-party data collaboration tests for linear regression using federated learning;

· The ongoing project aims to bridge isolated data silos, providing an intuitive platform for non-professional
users to engage in federated learning tasks.

FedML MLOpsCloud-Web Development Sep 2022 - Jun 2023
Research Developer

· Contributed to an open-source project under FedML Inc (https://fedml.ai), a US-based startup focused
on building scalable, collaborative AI solutions;

· Developed a web-based cross-silo federated learning feature, facilitating secure collaboration between dis-
tributed data sources;

· Designed and implemented a generalized framework to align model structures during communication between
browsers (Tensorflow.js) and servers (Pytorch), enabling seamless cross-platform federated learning.
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